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ABSTRACT - REZUMAT

Application of machine learning methodology for textile defect detection

This study investigates the use of artificial intelligence (Al) and machine learning (ML) technologies in the textile industry,
particularly emphasising how they improve operational efficiency and enhance product quality. Using a comprehensive
dataset obtained from textile manufacturing operations, a specially tailored convolutional neural network (CNN) model
and a long-short-term memory (LSTM) model are implemented for the classification of fabric defects. After undergoing
intensive training and validation, our model showed significant improvements in performance over a large number of
epochs. The CNN model started with 61.15% accuracy initially and reached 92.91% accuracy after training. The
validation accuracy increased from 72.44% to 92.05%. On the same dataset, the LSTM model resulted in 86.11%
training accuracy and 87.80% validation accuracy. The significant improvements in accuracy highlight the power of Al
and ML to not only improve classification accuracy but also boost overall operational performance by continuously
learning from fresh data inputs. Moreover, this research highlights the impact of Al and ML breakthroughs on textile
production as they optimise procedures, enhance efficiency, and strengthen competitive advantage. The findings
demonstrate that these technologies are a substantial advancement for the textile sector, providing powerful tools to
reduce faults, streamline production processes, and ultimately provide goods of superior quality. Therefore, the study
promotes the wider use of Al and ML technologies in the textile manufacturing industry, emphasising their crucial role in
driving future advancements and sustainable growth.

Keywords: artificial intelligence, convolutional neural networks, long short-term memory, machine learning, textile
defect detection, textile industry

Aplicarea metodologiei de invatare automata pentru detectarea defectelor textile

Acest studiu investigheazé utilizarea inteligentei artificiale (Al) si a tehnologiilor de invétare automata (ML) in industria
textild, cu un accent deosebit pe modul in care acestea imbunététesc eficienta operationala si calitatea produselor.
Folosind un set cuprinzator de date obtinute din operatiunile de productie textild, un model de refea neuronala
convolutionald (CNN) special adaptat si un model de memorie pe termen scurt si lung (LSTM) sunt implementate pentru
clasificarea defectelor materialelor textile. Dupéd ce a fost supus unei instruiri si validari intensive, modelul nostru a
prezentat imbunatatiri semnificative ale performantei pe parcursul unui numar mare de epoci. Modelul CNN a inceput
initial cu o precizie de 61,15% si a atins o precizie de 92,91% dupa formare. Precizia validarii a crescut de la 72,44% la
92,05%. Pe acelasi set de date, modelul LSTM a avut o acuratete de 86,11% la formare si 87,80% la validare.
Imbunétatirile semnificative ale preciziei evidentiaza puterea Al si ML nu numai de a imbunététi precizia clasificérii, ci si
de a stimula performanta operationald generald prin invétarea continud de la noi date de intrare. In plus, aceasts
cercetare evidentiaza impactul descoperirilor Al si ML asupra industriei textile, deoarece acestea optimizeaza
procedurile, sporesc eficienta si consolideazd avantajul competitiv. Constatérile demonstreaza ca aceste tehnologii
reprezintd un progres substantial pentru sectorul textil, oferind instrumente puternice pentru reducerea defectelor,
eficientizarea proceselor de productie si, in cele din urma, furnizarea de bunuri de calitate superioara. Prin urmare,
studiul promoveaza utilizarea pe scard mai largéa a tehnologiilor Al si ML in industria textila, subliniind rolul lor crucial in
promovarea progreselor viitoare si a cresterii durabile.

Cuvinte-cheie: inteligenta artificiald, retele neuronale convolutionale, memorie pe termen scurt, invéatare automats,
detectarea defectelor textile, industria textila

INTRODUCTION

Artificial intelligence (Al) has revolutionised people’s
lives by enabling the efficient execution of repetitive
jobs with enhanced precision [1]. Globalisation has
significantly increased people’s awareness and
understanding of fashion and high-quality apparel.

generalise well, not just by enhancing classification
accuracy over time but also by acquiring knowledge
from novel instances [3]. The advent of Al has revo-
lutionised the way organisations operate and oversee
their operations. Al has demonstrated its efficacy in
the textile industry by streamlining processes,
enhancing productivity, and bolstering competitive-

Under these conditions, textile and garment manu-
facturing companies face a significant demand that
they must fulfil [2]. Various machine learning (ML)
methodologies have demonstrated their ability to

industria textila

372

ness [4].

Currently, the textile sector extensively utilises elec-
tronic equipment equipped with high acquisition rate
sensors to gather real-time and uninterrupted data [5].
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Researchers have established a connection between
the fundamental structural and chemical properties of
textile materials [6]. Various traditional mathematical
and statistical models have been employed in sever-
al textile research projects to analyse textile data [7].
Al has been responsible for driving significant
advancements in developing technologies, leading to
improvements in several parts of our everyday lives
and industries. Al offers solutions to extract valuable
insights from large volumes of data generated by
industrial processes and online user activities [8].
The quality of an organisation’s human resources is
dependent on the collection and proficiency of its
employees’ competencies [9].

Upon reviewing the existing literature, it was
observed that ML studies are scarce, specifically
focused on detecting defects in textiles. Yildirim et al.
[7] offered a comprehensive explanation of the appli-
cation of data mining techniques, including classifica-
tion and clustering, and ML algorithms in the textile
industry. They aim to showcase the application of
these techniques in addressing various problems
that traditional methods cannot effectively solve.
Shahrabadi et al. [3] provided a concise overview of
defect categories and automated optical inspection
(AOI), mostly utilising ML approaches. Arora &
Majumdar [10] conducted bibliometric, network, and
content analyses of research publications in the field
of ML and supply chain applications in the textile and
clothing industry. Fang et al. [11] created a person-
alised mobile application (APP) using an internal
algorithm to enable simple exchange of health data
and provide data-driven cardiovascular diagnostics
with only one click.

Kahraman and Durmusoglu [12] aimed to evaluate
the use of deep learning for detecting fabric defects.
Therefore, they analysed articles that specifically
focus on fabric defect detection using deep learning
techniques. They conducted a comparative analysis
of these works’ methodologies, databases, perfor-
mance rates, comparisons, and architecture types.
Guder et al. [13] investigated to assess the efficacy of
various deep learning frameworks in accurately cate-
gorising fabric faults that are frequently seen in the
textile sector in Turkey. A novel data set is created
specifically for this purpose, which includes fabric
flaws like lines, wrinkle marks, machine oil leaks,
holes, and bleaching. Moreover, the efficacy of the
Adam and Ranger optimisation functions in detecting
defects has been assessed using different models in
conjunction with explainable artificial intelligence.
The results suggest that the ResNet18+Adam model,
despite its simplicity and shallow architecture,
achieved a remarkable level of success with an accu-
racy of 99.30%. In contrast, the more intricate
EfficientNetv2Zm+Adam model demonstrated a
remarkable accuracy of 99.42%.

Dlamini et al. [14] implemented a real-time machine
vision system for detecting defects in functional tex-
tiles. The model was constructed, trained, and evalu-
ated using functional textiles. Their model was imple-
mented on an industrial computer, which received
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functional textile fabric data from hardware that they
specifically created for defect inspection. Their sys-
tem has attained a precision rate of 95.3%, along
with recall and F1 scores of 93.6% and 94.4%,
respectively. Jeyaraj and Samuel Nadar [15] focused
on designing and developing a computer-aided sys-
tem for detecting and classifying fabric defects using
advanced machine learning algorithms. A complex
convolutional neural network is constructed to
acquire knowledge from diverse defect data sets dur-
ing the training phase. During the testing phase, the
authors have employed a learning feature to classify
defects. The enhancement in the accuracy of defect
categorisation has been accomplished by utilising a
deep learning method. The researchers evaluated
the precision of fault classification on six distinct fab-
ric materials and achieved an average accuracy of
96.55%. This accuracy was determined with a sensi-
tivity of 96.4% and a success rate of 0.94.

Soma and Pooja [16] introduced a novel methodolo-
gy for identifying faults and defects in the offered fab-
ric samples. Their proposed methodology achieved
superior performance with a 95% accuracy rate util-
ising a neural network and an 85% accuracy rate
using SVM. The neural network (NN) classifier is
employed to categorise fabrics as either normal or
faulty. Ultimately, fault localisation and fabric identifi-
cation are utilised to determine whether the fabric
sample was defective or normal. Liu et al. [17] pre-
sented an enhanced version of the YOLOv4 algo-
rithm that achieves superior accuracy in detecting
fabric defects. Their improvement involved the use of
a novel SPP structure that utilises SoftPool instead of
MaxPool. The enhanced YOLOv4 algorithm, equipped
with three SoftPools, efficiently handles the feature
map, resulting in a notable reduction in the adverse
impacts of the SPP structure and a boost in detection
accuracy. Huang et al. [18] proposed a highly effec-
tive convolutional neural network to accurately identi-
fy and localise defects. Their framework’s architec-
ture effectively reduces the expense of manually
annotating the dataset. It required just a small nhum-
ber of defect samples, along with standard samples,
to learn the possible characteristics of defects and
accurately identify their locations. Their network is
partitioned into two components: segmentation and
decision. Their suggested approach required around
50 defect samples to get reliable segmentation find-
ings and can meet the real-time detection require-
ment at a speed of 25 frames per second (FPS).

In this study, a classification process was performed
on the textile defect detection dataset using both con-
volutional neural networks (CNN) and long short-term
memory (LSTM) models. In the Materials and
Methods section, datasets and pre-processing steps
are detailed. In the classification section, the archi-
tecture of the CNN model was created, the training
process was analysed, and model performance was
evaluated. Similar steps were followed for the LSTM
model for comparison. After the completion of the
training processes, the performances of both models
were compared. In the Discussion section, the results
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of the models used were compared with four different
studies in the literature. Finally, in the Conclusions
section, a general evaluation of the study was made,
and the obtained findings were discussed compre-
hensively.

MATERIALS AND METHODS

In this study, the dataset underwent numerous pre-
processing stages and model training. The model’s
performance was assessed using the test dataset,
and the results were thoroughly studied. Thus, a
highly efficient technique was devised for identifying
uncommon irregularities in textile materials. This
approach may be regarded as a crucial measure to
enhance quality control in textile manufacturing pro-
cedures and streamline the identification of faulty
items.

Dataset

MVTec provided the dataset used in this study, which
was designed to detect unusual abnormalities in tex-
tiles. Rare anomalies that occur during textile pro-
duction can have a significant impact on fabric quali-
ty, and detecting them is critical to quality control.
This dataset was created for educational purposes
and may be used to conduct different anomaly detec-
tion research. MVTec is a dataset used for industrial
image processing and is widely preferred, especially
for anomaly detection. This dataset consists of high-
quality images and is suitable for the detection of var-
ious industrial defects. The dataset used in our study
is optimised for industrial defect detection, similar to
MVTec.

The collection comprises photos with pixel sizes of
32x32 and 64x64, as well as several anomaly classi-

fications. These classes include “good”, “colour”,
“cut”, “hole”, “thread”, and “metal contamination”.
Each picture includes eight possible rotation angles:
0, 20, 40, 60, 80, 100, 120, and 140 degrees. The
training and test datasets comprise randomly pro-
duced patches, whereas the patches acquired from
the source photos do not overlap. This dataset facili-
tates the conduct of diverse activities across a range
of research and application domains. These include
class type classification, angle classification, and tex-
ture representation learning (also known as self-
supervised learning). Class-type categorisation
seeks to differentiate several sorts of abnormalities.
Angle classification may be used to categorise
angles using just “good” photographs while testing
images from other classes. Texture representation
learning, also known as self-supervised learning,
seeks to develop a robust representation of texture
rather than typical image processing characteristics.
The dataset, in .h5 format, comprises 64x64 pixel
patch files classified by error type and randomly sam-
pled. The patches are extracted at various angles,
allowing the model to detect abnormalities from sev-
eral perspectives. This dataset is based on MVTec’s
publicly accessible dataset. The publication “MVTec
AD: A Comprehensive Real-World Dataset for
Unsupervised Anomaly Detection” by Paul
Bergmann, Michael Fauser, David Sattlegger, and
Carsten Steger describes the dataset in full. This
study was presented at the 2019 IEEE Conference
on Computer Vision and Pattern Recognition
(CVPR). Table 1 provides details regarding our data
collection, whereas figure 1 displays a representative
picture [19, 20].

Table 1

DATASET INFORMATION

Feature

Description

Dataset provider

MVTec company

Purpose of the dataset

Detection of rare anomalies in textile fabrics

Image sizes 32x32 pixels, 64x64 pixels
Classes good, colour, cut, hole, thread, metal_contamination
Rotations 0, 20, 40, 60, 80, 100, 120, 140

Dataset structure

Training and test datasets contain randomly generated patches.
Patches from source images are non-overlapping

File format

.h5 format

Fig. 1. Example image from the dataset
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Pre-processing

Data pre-processing is a critical step in improving the
accuracy and dependability of machine learning
models. This study employs a textile defect dataset
made up of 64x64 pixel grayscale pictures with six
distinct categories ([‘good’, ‘colour’, ‘cut’, ‘hole’,
‘thread’, ‘metal_contamination’]) and various rotation
angles. Initially, training and testing datasets were
seeded with random patches selected from non-over-
lapping source pictures. The initial part entailed
preparing the dataset for the binary classification
problem. The original dataset had six distinct classifi-
cations, but these were reduced to two main cate-
gories: “damaged” and “good”. This update makes
the dataset easier to manipulate and analyse.
TensorFlow completed the class transformation algo-
rithm during this stage. The model's performance
may suffer because of the dataset’s class imbalance.
Because the “good” class includes fewer examples,
data augmentation techniques were applied to it.
Three extra copies were created for each training
example, yielding four additional records with “good”
category data augmentation. Techniques employed
to enhance the data included rotation, cropping, and
scaling. These tactics allowed the model to train on a
wider range of data, which improved its generalisa-
tion skills. The H5ToStorage object was used to pro-
cess and save the data. This technique reduced the
dataset’'s memory usage and improved data loading
times. The training and test datasets were kept sep-
arate and processed by the TensorFlow dataset API.
These strategies ensured that the dataset was prop-
erly used and sped up the model training process.
Several graphs were generated to highlight the effec-
tiveness of the data preparation methods. Figure 2
depicts the distribution of raw data into distinct clas-
sifications. This graph demonstrates the dataset’s
class imbalances. Initially, the “damaged” class takes
up a large portion of the dataset, and this imbalance
has the potential to undermine the model’s perfor-
mance.

Figure 3 depicts the class distribution of a balanced
dataset using data augmentation approaches. This
graph demonstrates that the “good” and “damaged”
classes in the dataset have a more balanced distri-

bution. Data augmentation enabled the model to
learn both classes equally well.

Figure 4 depicts samples of training data, demon-
strating the diversity and structure of pictures from
the “damaged” and “good” classes. These photos
show that the dataset is appropriately tagged.

As a result, the data pre-treatment methods in this
study include those necessary to eliminate class
imbalances and make the dataset TensorFlow com-
pliant. These pre-processing techniques guarantee
that the model is trained more evenly and efficiently.
Data augmentation and data loading techniques help
the model train faster and perform better overall. This
improves the ML model's accuracy and dependabili-
ty dramatically.

CLASSIFICATION

Convolutional neural networks (CNNs) are models
that have been extremely successful in the field of
deep learning, particularly in image processing appli-
cations. CNNs employ convolutional techniques to
extract features from pictures. The initial layers
extract simpler and low-level characteristics, where-
as the subsequent layers extract more complicated
and high-level information. In this approach, the
model learns to spot essential patterns in photos.
CNN'’s fundamental structure includes convolution
layers, pooling layers, nonlinear activation functions,
and fully connected layers. CNN design starts with
convolution layers. These layers use filters to extract
various characteristics from the incoming data. Each
filter focuses on a certain feature, such as edge
detection. For example, in the model employed in this
work, the first convolution layer recovers low-level
features using three 1x1 filters, whereas the suc-
ceeding layers extract more complicated features
with bigger filters. In this model, using an L2 regular-
izer prevents overfitting. After the convolution layers,
the pooling layers appear. The pooling technique is
utilised to minimise the size of the convolution-
derived feature maps as well as the computational
burden. For example, Max Pooling determines the
maximum value for each depth by traversing with a
specific filter size and step interval. This procedure
strengthens the model’s translation invariance.

Distribution of classes
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Fig. 2. Initial class distribution
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Activation functions are critical components that
improve the performance of CNNs. This model
employs the ReLU (Rectified Linear Unit) activation
function. ReLU reduces negative pixel values to zero
while keeping positive ones constant. These speed
up the network’s learning process and increase its
effectiveness. The flattening procedure is then fol-
lowed. The flattening process transforms the final
matrix into a vector structure, which artificial neural
network models can use as input. This change
makes the characteristics extracted from the photos
compatible with more typical artificial neural network
models. Finally, fully linked layers appear. These lay-
ers incorporate the characteristics from the last level
of the network and carry out the classification proce-
dure. Fully linked layers enable the model to learn
complicated relationships. However, true communi-
cation between these layers necessitates the tuning
of a huge number of parameters. As a result, strate-
gies like dropout may be employed to minimise the
network’s overall complexity while also speeding up
training. The basic CNN model employed in this work
has convolution layers with sizes of 1x1, 2x2, 3x3,
4x4, and 4x4, respectively. The first layer has three
filters, while the subsequent levels have 16, 32, 64,
128, and 512 filters, respectively. The model is com-
posed of two pooling layers, both of which use Max
Pooling to reduce the size of the feature maps. A sin-
gle neuron with a sigmoid activation function per-
forms binary classification after the Global Average
Pooling Layer reduces the feature maps to a single
vector. The purpose of this structure is to efficiently
execute tasks such as feature extraction and classifi-
cation. The model's overall structure and function
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explain why CNNs perform so well in image process-
ing tasks.

In this study, the CNN model is used as the basis to
perform the image classification task. CNNs are con-
sidered to be a suitable model for this task, especial-
ly because they successfully capture spatial relation-
ships and features in image data. However, to
provide a broader perspective by comparing the per-
formance of the CNN model with another model, the
LSTM model is also evaluated. Although LSTM is
designed to process sequential data and time series
data, it is tried as a different approach and applied to
the same dataset as the CNN model.

LSTM (long short-term memory) networks are a type
of recurrent neural network developed specifically to
capture long-term dependencies in sequential data.
The main advantage of LSTM is that it can retain pre-
vious information in memory for a longer period,
thanks to the cell state. The forgetting gates in this
structure determine when previous information is pre-
served and when it is forgotten, and this mechanism
strengthens learning by providing access to past
information at each step in the sequence. This fea-
ture makes LSTM successful in sequential data such
as natural language processing and time series anal-
ysis. So, LSTM was applied to the image classifica-
tion task and compared with the CNN model.

The CNN and LSTM evaluation criteria used in this
study are dimensionless, meaning that these metrics
do not include any physical dimensions or units when
measuring model performance. Thus, the results of
both models can be compared universally. The inclu-
sion of the LSTM model was performed to provide an
alternative perspective and to be able to perform a
comparative analysis with CNN. Considering the
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success of LSTM on sequential data, it was won-
dered how it would perform on the image classifica-
tion task. The performance of both models on the
dataset was compared, thus providing an additional
analysis to establish model preferences on a more
solid basis. As a result, the LSTM model was used for
comparison and was subjected to performance anal-
ysis on the same task as the CNN model.

Applying CNN to the dataset

This study used the MVTec dataset and a CNN to
detect unusual abnormalities in textiles. This dataset
permits a study into the detection of infrequent abnor-
malities that play an important role in quality control
procedures.

Creating the model architecture

Table 2 details the construction of a TensorFlow
sequential model named “baseline_model”. The CNN
architecture, a deep learning approach, serves as the
foundation for this model. The model has several dis-
tinct layers and a complex structure, each serving a
specific function. First, the model’s input layer
receives single-channel (grayscale) 64x64 pixel pic-
tures. The convolutional layers come next, and they
provide the model’s feature extraction capabilities.
These layers use convolution to learn various visual
properties. Each convolution layer generates a par-
ticular number of filters and a certain output size. For
example, the first convolution layer applies three 1x1
filters to the 64x64 input pictures to generate a
64 %64 x3 output. The pooling layers follow the convo-
lution layers. These layers are used to minimise the
size of feature maps while also representing the
scale and placement of learned features over a larg-
er region. For example, the first pooling layer uses a
pooling technique to reduce the 64 x64 feature maps
to 2x2. The last layer of the model is known as the
Fully Connected (Dense) Layer. This layer is used to
merge the characteristics from the preceding layers
and complete the classification process. In this
model, the sigmoid activation function generates the
output from a single neuron in the last layer. The total

number of parameters indicates the weights and
biases that the model may learn during training.
There are 1,201,591 parameters in this model. The
model can modify all these trainable parameters as it
undergoes training. There are no untrainable param-
eters, which means that the model’'s parameters all
have fixed structures. Table 2 is a significant tool for
assessing the model's complexity and learning
potential.

Compiling and training the CNN Model

During the training process, the model was trained on
a dataset consisting of 108,000 images. This dataset
consists of images belonging to two classes, ‘dam-
aged’ and ‘good’. After the model training was com-
pleted, a test dataset consisting of 72,000 images
was used to evaluate the performance of the model.
This test dataset also consists of images belonging to
two classes.

Figure 5 details the training and performance of a
deep learning model. This data depicts the model’s
progress during each epoch, as well as the many
metrics used to evaluate its success. Large datasets
gathered over numerous epochs are routinely used
to train deep learning models. Each epoch is a
dataset that the model processes only once. During
each epoch, the model refines its random parameters
at a set learning rate. This method assesses metrics
like as model accuracy and loss across both the
training and validation datasets. At the beginning of
the training phase, the model had low accuracy and
a significant loss. This shows that the model hasn’t
fully mastered the dataset’s patterns. In the first
epoch, the training accuracy was 61.15%, while the
training loss was 0.9853. Validation accuracy is
72.44%, with a loss of 0.4640. In succeeding epochs,
the model begins to learn patterns from the training
dataset, and training accuracy quickly improves as
loss reduces. For example, by the third epoch, train-
ing accuracy had increased to 88.51% and validation
accuracy to 89.89%. Similarly, training loss fell to
0.3207, while validation loss dropped to 0.2657.

Table 2
DETAILS OF THE MODEL ARCHITECTURE
Layer (type) Output shape Parameter
conv2d (Conv2D) (None, 64, 64, 3) 6
conv2d_1 (Conv2D) (None, 63, 63, 16) 208
conv2d_2 (Conv2D) (None, 62, 62, 32) 2,080
conv2d_3 (Conv2D) (None, 60, 60, 64) 18,496
max_pooling2d (MaxPooling2D) (None, 30, 30, 64) 0
conv2d_4 (Conv2D) (None, 27, 27, 128) 131,200
max_pooling2d_1 (MaxPooling2D) (None, 13, 13, 128) 0
conv2d_5 (Conv2D) (None, 10, 10, 512) 1,049,088
global_average_pooling2d (GlobalAveragePooling2D) (None, 512) 0
output_layer (Dense) (None, 1) 513
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Epoch 1/20

1688/1688 —————————1253s 741ms/step - accuracy: 0.6115 - loss: 0.9853 - val_accuracy: 0.7244 - val_loss: 0.4640 - learning rate: 0.0010
Epoch 2/20

1688/1688 ————————13555 803ms/step - accuracy: 0.7920 - loss: 0.4670 - val_accuracy: 0.8704 - val_loss: 0.3225 - learning_rate: 0.0010
Epoch 3/20

1688/1688 —————————1318s 781ms/step - accuracy: 0.8851 - loss: 0.3207 - val_accuracy: 0.8989 - val_loss: 0.2657 - learning_rate: 0.0010
Epoch 4/20

1688/1688 —— 13315 788ms/step - accuracy: 0.8942 - loss: 0.2963 - val_accuracy: 0.9040 - val_loss: 0.2509 - learning_rate: 0.0010
Epoch 5/20

1688/1688 ——————— 13175 780ms/step - accuracy: 0.8997 - loss: 0.2825 - val_accuracy: 0.9056 - val_loss: 0.2506 - learning_rate: 0.0010
Epoch 6/20

1688/1688 —————————1333s 790ms/step - accuracy: 0.9029 - loss: 0.2723 - val_accuracy: 0.9169 - val_loss: 0.2270 - learning_rate: 0.0010
Epoch 7/20

1688/1688 —————————1329s 787ms/step - accuracy: 0.9063 - loss: 0.2650 - val_accuracy: 0.9181 - val_loss: 0.2239 - learning_rate: 0.0010
Epoch 8/20

1688/1688 —————— 0s 681ms/step - accuracy: 0.9090 - loss: 0.2579

Epoch 8: ReduceLROnPlateau reducing learning rate to 0.00020000000949949026.

1688/1688 —————— 1254s 743ms/step - accuracy: 0.9090 - loss: 0.2579 - val_accuracy: 0.9089 - val_loss: 0.2440 - learning_rate: 0.0010
Epoch 9/20

1688/1688 ——————————— 12495 740ms/step - accuracy: 0.9192 - loss: 0.2362 - val_accuracy: 0.9225 - val_loss: 0.2117 - learning_rate: 2.0000e-04
Epoch 10/20

1688/1688 —————————— 1238s 733ms/step - accuracy: 0.9206 - loss: 0.2311 - val_accuracy: 0.9240 - val_loss: 0.2082 - learning_rate: 2.0000e-04
Epoch 11/20

1688/1688 ———————— 12435 736ms/step - accuracy: 0.9218 - loss: 0.2279 - val_accuracy: 0.9269 - val_loss: 0.2041 - learning_rate: 2.0000e-04
Epoch 12/20

1688/1688 ————————— 12535 743ms/step - accuracy: 0.9226 - loss: 0.2254 - val_accuracy: 0.9278 - val_loss: 0.1998 - learning_rate: 2.0000e-04
Epoch 13/20

1688/1688 ————————1090s 645ms/step - accuracy: 0.9235 - loss: 0.2233 - val_accuracy: 0.9275 - val_loss: 0.1974 - learning _rate: 2.0000e-04
Epoch 14/20

1688/1688 —— ~0s 1s/step - accuracy: 0.9244 - loss: 0.2215

Epoch 14: ReduceLROnPlateau reducing learning rate to 4.0000001899898055e-05.

1688/1688 ————— 2058s 1s/step - accuracy: 0.9244 - loss: 0.2215 - val_accuracy: 0.9291 - val_loss: 0.1980 - learning_rate: 2.0000e-04
Epoch 15/20

1688/1688 —— 05 667ms/step - accuracy: 0.9282 - loss: 0.2124

Epoch 15: ReduceLROnPlateau reducing learning rate to 8.000000525498762e-06.

1688/1688 ———————————1234s 731ms/step - accuracy: 0.9282 - loss: 0.2124 - val_accuracy: 0.9084 - val_loss: 0.2384 - learning_rate: 4.0000e-05
Epoch 16/20

1688/1688 0s 688ms/step - accuracy: 0.9291 - loss: 0.2099

Epoch 16: ReduceLROnPlateau reducing learning rate to 1.6000001778593287e-06.
1688/1688 ————————————1258s 746ms/step - accuracy: 0.9291 - loss: 0.2099 - val_accuracy: 0.9205 - val_loss: 0.2154 - learning_rate: 8.0000e-06

Fig. 5. CNN model training process

As the model’s performance improves, validation
accuracy and loss stabilise or barely change. During
this phase, the model frequently lowers its learning
rate to allow for more precise adjustments. For exam-
ple, in the ninth epoch, the learning rate decreased
from 0.001 to 0.0002. This update increased valida-
tion accuracy and loss. Training accuracy was
90.90%, while validation accuracy was 90.89%. As
the training procedure advances, the model’s accura-
cy and loss become more consistent. For example, in
the thirteenth epoch, training accuracy grew to
92.35%, validation accuracy increased to 92.75%,
and training loss fell to 0.2233 and 0.1974, respec-
tively. The learning rate is gradually reduced to
improve the model’s performance. In the sixteenth
epoch, the learning rate was lowered to 8.0000e-06,
which resulted in 92.91% training and 92.05% valida-
tion accuracy. As a result, the model was changed to
maintain a specific level of accuracy and loss during
the training stage. Reducing the learning rate
improved the model’s performance on the validation
dataset without causing overlearning. This approach
shows how to train and upgrade deep learning mod-
els. These training metrics can be used to evaluate
the model’s performance and plan future enhance-
ments.
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CNN model evaluation

During model training, accuracy and loss values on
the training and validation datasets at the end of each
epoch must be monitored. Visualising how these vari-
ables change over time helps us understand the
model’s learning and performance. This representa-
tion allows us to see how well the model matches
training data and performs on new data.
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Fig. 6. Training and validation loss of the CNN model
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The loss graph in figure 6 depicts the model’s error
rates in the training and validation datasets on an
epoch basis, allowing us to assess the model’s learn-
ing effectiveness and generalizability. This graph
contains two key components: training loss and vali-
dation loss. At the start of the graph, the training loss
is relatively significant, indicating that the model is
having trouble recognising patterns in the dataset. In
the first epoch, the training loss is 0.9853. However,
as the epochs advance, the model begins to under-
stand patterns in the dataset, and the training loss
drops dramatically. This loss decreases dramatically
in the second epoch to 0.4670. This demonstrates
that the model optimises immediately at the start of
the training session and learns patterns rapidly.
Validation loss exhibits a similar declining pattern.
The validation loss is significant in the first epoch but
gradually declines and reaches 0.2657 in the third
epoch. This demonstrates that the model not only
learns the patterns in the training dataset but also
accurately generalises to the patterns in the valida-
tion dataset. The red dashed line in the graph repre-
sents the point at which the learning rate initially
decreased. From this point on, both the training and
validation losses become more consistent. Reducing
the learning rate allows the model to be tuned in
smaller stages, allowing for more precise tweaking.
During this phase, the training loss decreases gradu-
ally but consistently. In the sixteenth epoch, the train-
ing loss fell to 0.2099, while the validation loss fell to
0.2154. Overall, the loss graph indicates that the
model finishes the learning process swiftly and effec-
tively. The simultaneous drop in training and valida-
tion losses suggests that the model works well on
both datasets while avoiding overfitting. This demon-
strates that the model improves in a balanced man-
ner on both the training and validation datasets, indi-
cating a successful training procedure.

The accuracy graph in figure 7 displays the model’s
accuracy rates on the training and validation datasets
on an epoch basis, allowing us to assess how effec-
tively the model classifies. The graph has two key
components: training accuracy and validation accu-
racy. The training accuracy was quite poor at the start
of the procedure. In the first epoch, the training accu-
racy was 61.15%. This demonstrates that the model
initially struggles to recognise patterns in the dataset,
resulting in several false classifications. However, as
the epochs advance, the model begins to recognise
patterns in the dataset, and training accuracy rapidly
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Fig. 7. Training and validation accuracy of the CNN
model

improves. A significant improvement in training accu-
racy is noticed, particularly during the first few
epochs. In the third period, training accuracy reaches
88.51%. This demonstrates that the model optimises
effectively at the start of the training session and
learns patterns rapidly. Validation accuracy examines
the model’s capacity to generalise. Validation accura-
cy is likewise poor at the start of the training process,
but it improves quickly in tandem with training accu-
racy. During the first few epochs, validation accuracy
improves noticeably. In the third epoch, the validation
accuracy was roughly 89.89%. This demonstrates
that the model generalises effectively to both the pat-
terns in the validation and training datasets. The
graph’s red dashed line indicates the initial decrease
in the learning rate. From this point on, both the train-
ing and validation accuracy are more stable.
Reducing the learning rate enables the model to be
optimised in smaller stages, allowing for more pre-
cise tweaking. Throughout this procedure, training
accuracy improves gradually but steadily. In the six-
teenth epoch, the training accuracy was 92.91%, and
the validation accuracy was 92.05%. Overall, the
accuracy graph indicates that the model finished the
learning process quickly and effectively. The simulta-
neous improvement in training and validation accura-
cy implies that the model performed well on both
datasets while avoiding overtraining. This demon-
strates that the model improved both accuracy and
loss measures in a balanced manner and that the
training procedure was effective. These graphs high-
light the model’'s performance and optimisation

Table 3
CLASSIFICATION REPORT

Parameter Precision Recall F1-Score Support

0 0.98 0.94 0.96 60000

1 0.74 0.88 0.80 12000

accuracy 0.93 72000

macro avg 0.86 0.91 0.88 72000

weighted avg 0.94 0.93 0.93 72000
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during the training phase. The parallel trend in train-
ing and validation losses and accuracies demon-
strates that the model has a high generalisation
capacity and minimises overfitting concerns. The
model learned the patterns in the dataset rapidly and
performed well on both the training and validation
datasets. This is a positive measure of the model’s
overall success and efficiency. Table 3 displays the
model’s accuracy, precision, recall, and F1 score.

Compiling and training the LSTM model

Figure 8 presents statistical data obtained during the
training process of an LSTM model. The training pro-
cess was monitored for 20 epochs, and the perfor-
mance of the model on the training and validation
sets was evaluated at the end of each epoch. In the
first epoch, the training accuracy of the model was
54.51%, while the training loss was recorded as
0.6894. At this stage, the model had not yet learned
the patterns in the dataset well enough. However, as
the training process progressed, the accuracy of the
model increased continuously and reached 86.11%

in the 20th epoch. The training loss decreased to
0.3175 in the 20th epoch as the errors of the model
gradually decreased. This shows that the optimisa-
tion process of the model was successful.

The model's performance on the validation set has
also improved similarly. The validation accuracy,
which was 54.20% in the first epoch, increased to
87.80% in the 20th epoch. This increase shows that
the model can generalise well not only on the training
data but also on the validation data. Similarly, the val-
idation loss decreased from 0.6735 in the 1st epoch
to 0.2783 in the 20th epoch. This decrease in the val-
idation loss reveals that the model’s errors on the val-
idation sets are reduced, and overfitting is avoided.
The learning rate dynamics also played an important
role in the performance of the model.

The learning rate, which was initially 0.0010, was
gradually reduced by the ReduceLROnPlateau algo-
rithm when the validation loss stopped improving. For
example, when no significant improvement in valida-
tion loss was observed at epoch 9, the learning rate
was reduced to 0.0002. This process continued until
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Fig. 8. LSTM model training process
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the learning rate dropped to a low level of 3.2000e-07
across epochs. This reduction in the learning rate
allowed the model to reach a better minimum with
smaller steps and improved the optimisation process.
As a result, the LSTM model successfully learned the
patterns in the dataset with the statistical perfor-
mance it showed throughout the training process and
was able to generalise this information to the valida-
tion set. The high validation accuracy and low valida-
tion loss obtained show that the model works effec-
tively and has a good generalisation ability.

LSTM model evaluation

This graph shows the loss values recorded on both
the training (training_loss) and validation (val_loss)
sets during the training process of the LSTM model.
The X-axis represents the epochs, and the Y-axis
represents the loss values. The graph shows in detail
how the model performs over time and how it pro-
gresses in the learning process.

At the beginning of the graph, both the training loss
(blue line) and the validation loss (orange line) are at
a high level. This shows that the model has not yet
fully learned the patterns in the data in the early
stages of training. However, after a few epochs, both
loss values start to decrease rapidly. This decrease
shows that the model starts to perform better on the
dataset and that the training process is effective.
The validation loss initially follows a course close to
the training loss, and both tend to decrease during
this process. This decrease in the validation loss
shows that the model’s ability to learn not only from
the training data but also from the validation data
increases. As the epochs progress, both loss values
become stable. This indicates that the model has
now largely learned the patterns in the dataset. There
is limited room for further improvement.

Another striking point in the graph is that the valida-
tion loss stabilises at a level very close to the training
loss after a certain epoch. This indicates that the gen-
eralisation capacity of the model is high. That is, its
ability to adapt to new data is strong. The fact that the
training loss is slightly lower than the validation loss
indicates that the model is slightly more adapted to
the training set (fitting), but since this difference is
quite small, it cannot be considered as a sign of over-
fitting.

In general, figure 9 shows graph shows that the
model successfully reduces its losses throughout the
training process, performs well on the validation set,
and eventually both the training and validation losses
stabilise at low levels. These results reveal that the
model’s learning process is effectively managed, and
the result obtained is satisfactory in terms of general-
isation.

The graph obtained in figure 10 shows that the accu-
racy and validation accuracy metrics have success-
fully increased during the training process of the
model. When the graph is examined, it is observed
that both the training accuracy and validation accura-
cy have increased rapidly. This increase reveals that
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Fig. 9. Training and validation loss of the LSTM model

the model has the capacity to effectively learn the
patterns and relationships in the dataset.
Throughout the training process, the steady increase
in training accuracy indicates that the model is
increasingly grasping the information in the dataset
and is continuously improving its performance.
Similarly, the increase in validation accuracy parallel
to the training accuracy indicates that the model
exhibits a successful generalisation ability on new
and unseen data. This indicates that the model per-
forms well not only on the training data but also on
the validation data.

The accuracy curves observed in the graph reveal
that the model has a high learning capacity and main-
tains its overall performance consistently by main-
taining its validation accuracy throughout the training
period. These results show that the model performs
successfully on both the training and validation sets
and has a strong generalisation ability. It can be con-
cluded that the model effectively learns from the
dataset by increasing its accuracy over the specified
number of epochs and can exhibit robust perfor-
mance against new data.

As a result, the high accuracy values obtained
throughout the training process of the model indicate
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Fig. 10. Training and validation accuracy of the LSTM
model
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that the model successfully improves its learning abil-
ity on the training data and its generalisation capaci-
ty on the validation data. These findings demonstrate
that the overall performance of the model improves
continuously throughout the training period and
exhibits strong generalisation ability on the validation
data.

Table 4 summarises the classification performance of
the LSTM model. The model achieved 87% overall
accuracy, exhibiting high accuracy (99% precision,
92% F1-score) in class 0 and strong recall (95%) in
class 1. Weighted average metrics reveal that the
model demonstrates a successful generalisation abil-
ity on the dataset.

Table 5 presents the performance evaluations of the
Convolutional Neural Network (CNN) and Long
Short-Term Memory (LSTM) models applied to the
dataset. Performance evaluations were made
according to the training accuracy, training loss, vali-
dation accuracy, and validation loss criteria.

The accuracy rate of the CNN model in the training
phase was determined as 92.91%, and the training
loss remained at a low level of 0.2099. These results
show that the CNN model processed the training
data with a high accuracy rate and that the model had
a low error margin during the learning process. In the
validation phase, CNN also performed quite suc-
cessfully with an accuracy rate of 92.05% and a loss
value of 0.2154. These findings reveal that CNN pro-
vided superior overall performance in both the train-
ing and validation processes and that the model
effectively learned the general features of the data.
In comparison, the training accuracy of the LSTM
model was recorded as 86.11%, and the training loss
reached a higher value of 0.3175. This result shows
that LSTM offers lower learning accuracy and a high-
er error rate on the training data. In the validation
phase, LSTM achieved an 87.80% accuracy rate and
0.2783 loss value. Although LSTM provided slightly
higher accuracy in the validation phase, it generally

fell behind the performance provided by CNN, con-
sidering the limitations in training performance.
When evaluated in general, it reveals that the CNN
model provides a significant superiority over LSTM
on the dataset. CNN’s high training accuracy and low
training loss show that the model grasps the charac-
teristics of the data better and is more effective in the
learning process. The high accuracy rate in the vali-
dation phase also emphasises that the CNN model’s
generalisation ability is stronger than LSTM. As a
result, it has been scientifically clearly demonstrated
that CNN provides better results and, therefore, is
considered a more effective model in solving the tex-
tile defect detection problem.

ALGORITHM TIME PERFORMANCE AND
ANALYSIS

The results obtained for the CNN (convolutional neu-
ral network) model show that the data was processed
quickly and effectively during the training of the
model. 72,000 data samples were processed in
approximately 14 seconds, and each step of the
model was completed in an average of 163 millisec-
onds. This situation reveals that the CNN model has
strong parallel processing ability and can process
complex data effectively. This model provides a great
advantage, especially when working with high-
dimensional and large data sets, such as the analy-
sis of visual data. CNNs are superior in capturing
spatial features in the data and are extremely com-
petent in recognising local contexts and patterns.

The results obtained for the LSTM (Long Short-Term
Memory) model reveal the model's capacity to pro-
cess temporal data. The same data set was pro-
cessed by the LSTM in 13 seconds, and each step
was completed in an average of 37 milliseconds.
LSTMs are known to exhibit strong performance,
especially on time series and sequential data.
However, although each step is longer, the data pro-
cessing speed of the LSTM model is generally high-
er than the CNN. This is because LSTM learns

Table 4
CLASSIFICATION REPORT
Parameter Precision Recall F1-Score Support
0 0.99 0.86 0.92 60000
1 0.57 0.95 0.71 12000
accuracy 0.87 72000
macro avg 0.78 0.90 0.82 72000
weighted avg 0.92 0.87 0.89 72000
Table 5
PERFORMANCE COMPARISON OF BOTH MODELS
Model Training accuracy (%) Training loss Validation accuracy (%) Validation loss
CNN 92.91 0.2099 92.05 0.2154
LSTM 86.11 0.3175 87.80 0.2783
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temporal dependencies faster and is better at mod-
elling these dependencies.

When comparing CNN with LSTM models, it
becomes clear that while LSTM is best suited for
sequential and temporal data sets, CNN has a signif-
icant edge over larger and more complicated struc-
tures. In particular, CNN models outperform LSTM in
fields like computer vision and visual data analysis
because of their capability for parallel processing and
ability to grasp spatial correlations of data. LSTM, on
the other hand, stands out as a more effective model
in cases where time series data and sequential
dependencies are important. Therefore, when choos-
ing a model, it should be taken into account that the
CNN model may be more suitable than the LSTM
model, considering the visual structure of the dataset
and the characteristics of the problem to be solved.
CNN models are generally a preferred approach in
our dataset, as they show high performance, espe-
cially in visual datasets. Table 6 presents the perfor-
mance comparison of the Convolutional Neural
Network (CNN) and Long Short-Term Memory
(LSTM) models applied to the dataset.

Table 6

PERFORMANCE COMPARISON OF BOTH MODELS

Solution time for the
Model performances (%) Each step
CNN 14 seconds 163 milliseconds
LSTM 13 seconds 37 milliseconds
DISCUSSION

In this section, a comparative analysis of four related
studies is presented. Table 7 summarises the key
comparisons between these studies to provide a
clearer understanding of their findings and method-
ologies. Guder et al. [13] focused on the detection of
frequently encountered defects in the textile sector in
Turkey and used a new dataset specially created for
this purpose. In their study, the performance of mod-
els such as ResNet18+Adam and EfficientNetv2m+
Adam was compared. While the ResNet18 model

achieved a high accuracy rate of 99.30% despite its
simple and superficial structure, the EfficientNetv2m
model, which has a more complex structure, provid-
ed a slight superiority with an accuracy rate of
99.42%. Their study is remarkable in terms of show-
ing how effective optimisation functions and deep
learning models are in detecting textile defects.
Dlamini et al. [14] developed a real-time machine
vision system to detect functional textile defects. This
system is integrated on an industrial computer and
collects and processes functional textile data with
specially designed hardware. The results show that
the system is quite successful in industrial applica-
tions with a 95.3% accuracy rate, 93.6% recall, and
94.4% F1 score. Their study provides an example
that highlights the performance and practical use of
deep learning systems in real-time applications.

In the study conducted by Jeyaraj and Samuel Nadar
[15], a complex CNN model based on deep learning
was used to detect and classify various fabric
defects. The study achieved an average accuracy of
96.55% and a sensitivity of 96.4% on 6 different fab-
ric types. The highlight of this study is that deep
learning methods can successfully categorise
defects using learning features in the defect classifi-
cation process. These results show that advanced
artificial intelligence models such as CNN have great
potential for the textile industry. Soma & Pooja [16]
presented a new method to detect defects in textile
samples using artificial neural networks (NN) and
support vector machines (SVM). While the NN model
showed higher performance with a 95% accuracy
rate, the SVM model reached an 85% accuracy rate.
Their study developed an effective method to deter-
mine whether textile samples are defective or not,
especially by providing localisation and classification
of defects.

As a result, these studies show that deep learning
and machine learning algorithms provide quite suc-
cessful results in the detection and classification of
textile defects. While Guder et al. [13] and Jeyaraj and
Samuel Nadar [15] stand out with their high accuracy
rates, Dlamini et al. [14] make a significant contribu-
tion in terms of usability in real-time applications.

Table 7
COMPARATIVE ANALYSIS
Authors Dataset Methods used Success rate References
. [v)
Fabric defects (lines, ResNet18+Adam, ResN.et.1 8: 99.30%,
Guder et al. . . - EfficientNetv2 [13]
wrinkles, oil leaks, holes) EfficientNetv2m+Adam )
m: 99.42%
. . . . 95.3% (Precision),
Dlamini et al. Rfii'ctt'lg‘r?a?f:itﬁ':sm Rea"“mesn;f::]'”e vision 93.6% (Recall), [14]
Y 94.4% (F1)
Jeyaraj and 6 different fabrics materials | Deep learning based CNN 96.55% [15]
Samuel Nadar
Neural network (NN) Ao
Soma and Pooja Textile samples ve NN: _95/;’ [16]
SVM: 85%
SVM
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Soma and Pooja [16] offer a more general perspec-
tive by comparing the performance of different mod-
els. These studies reveal that deep learning is an
effective solution in quality control processes in the
textile industry. Similarly, in this study conducted on
the textile defect detection dataset, the performance
of CNN and LSTM models also revealed significant
findings. The CNN model exhibited high perfor-
mance, with a 92.91% accuracy rate in the training
phase and a 92.05% accuracy rate in the validation
phase. This result is similar to the high accuracy
rates in the studies of Guder et al. [13] and Jeyaraj
and Samuel Nadar [15]. The LSTM model achieved
an 86.11% accuracy rate in the training phase and an
87.80% accuracy rate in the validation phase. These
results show that although LSTM provides high accu-
racy in some cases, the CNN model generally per-
forms better.

Comparing the studies in the literature with our
results, it is seen that the CNN model is generally
more effective in detecting textile defects. This sup-
ports the wide application potential of CNN in the field
of deep learning, while the LSTM model can also be
useful in certain scenarios. These findings empha-
sise that deep learning methods offer powerful and
effective solutions in quality control processes in the
textile industry.

CONCLUSIONS

This study investigated the application of artificial
intelligence (Al) and machine learning (ML) models —
specifically, convolutional neural networks (CNN) and
long short-term memory (LSTM) networks — in the
detection of textile defects. The primary objective
was to evaluate the performance of these models in
identifying anomalies in textile images, thereby con-
tributing to enhanced quality control processes in the
textile manufacturing industry. The results demon-
strated that these advanced technologies hold signif-
icant potential in automating defect detection, opti-
mising production processes, and improving the overall
efficiency and accuracy of textile manufacturing.
From a general perspective, Al and ML technologies
have increasingly become integral tools in the textile
sector, where precision and operational efficiency are
critical to maintaining high-quality standards. By
leveraging these technologies, manufacturers can
streamline processes, reduce human error, and
increase productivity while maintaining consistent
product quality. The automation of defect detection
through machine learning models also offers the
potential to reduce labour costs and mitigate the risks
associated with manual inspection, which can be
prone to oversight and fatigue.

The CNN model used in this study exhibited excep-
tional performance, achieving a training accuracy of
92.91% and a validation accuracy of 92.05%. This
model’s architecture allowed it to effectively capture
spatial relationships and intricate features within the
textile images, making it highly suitable for the defect
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detection task. In comparison, the LSTM model,
which is traditionally designed for sequential data and
time series tasks, was also applied to the same tex-
tile defect detection problem. While LSTM networks
are typically known for their capacity to retain infor-
mation across long sequences, they did not perform
as well as the CNN model on this particular image-
based dataset. The LSTM model achieved a training
accuracy of 86.11% and a validation accuracy of
87.80%, which, while respectable, was still inferior to
the CNN model’s performance. This outcome high-
lights the inherent limitations of LSTM when applied
to spatial data like images, where CNNs excel due to
their convolutional layers’ ability to detect and learn
spatial hierarchies.

The comparison of the two models provides signifi-
cant insights into their applicability in different con-
texts within the textile industry. CNN models, with
their strong performance on image-based tasks, are
better suited for tasks such as visual quality control,
where detecting specific patterns, textures, or irregu-
larities is paramount. On the other hand, LSTM mod-
els may still hold value in scenarios where sequential
data is involved, such as monitoring time-based pro-
duction data or tracking real-time changes in textile
characteristics.

Moving from the general conclusions to the specific
implications of this research, it becomes evident that
the integration of Al and ML in textile manufacturing
is not merely a theoretical advancement but a practi-
cal solution with tangible benefits. The CNN model’s
ability to detect defects with high accuracy indicates
that machine learning can be directly applied to
industrial production lines, leading to real-time defect
detection and correction. This can significantly
enhance quality control processes by identifying
defects at early stages of production, reducing waste,
and ensuring that only high-quality products reach
the market. Furthermore, the implementation of
Al-driven systems in the textile industry can support
predictive maintenance, allowing manufacturers to
anticipate and address equipment failures before
they cause defects. This proactive approach to main-
tenance can further optimise production efficiency
and reduce downtime, contributing to cost savings
and increased profitability. In addition to quality con-
trol, the use of Al and ML in the textile sector can
enable more flexible and responsive manufacturing
processes. With the increasing demand for customi-
sation and fast fashion, Al models can be used to
adapt production lines to meet specific customer
requirements more quickly and accurately. This
capacity to deliver personalised products while main-
taining high standards of quality gives manufacturers
a competitive edge in the global market.

The limitations of this study should also be acknowl-
edged. While the CNN model performed admirably in
detecting textile defects, the dataset used in this
research may not fully represent the diverse range of
defects encountered in real-world manufacturing set-
tings. Future work could involve training and testing
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the model on larger and more varied datasets to
enhance its robustness and applicability across dif-
ferent textile types and production environments.
The integration of Al and ML technologies into the
textile industry in the future will not only enhance cur-
rent processes but also represent a transformative
transition toward more intelligent, adaptive, and effi-
cient manufacturing systems. Defect identification,
predictive analytics, and manufacturing optimisation
should all show considerably more progress as artifi-
cial intelligence develops. The use of Al in green
manufacturing practices, reducing waste and improv-
ing resource efficiency, is another area ripe for explo-
ration.

In conclusion, this study demonstrates the effective-
ness of Al and ML models, particularly CNNs, in
enhancing the quality control processes in textile
manufacturing. By automating defect detection and
improving operational efficiency, these technologies
provide manufacturers with powerful tools to meet
the increasing demands for high-quality, customised
textile products. The findings of this research under-
score the importance of continued investment in Al
and ML technologies to drive innovation and maintain
competitiveness in the textile industry. Future
research should focus on expanding the scope of Al
applications in textiles, exploring hybrid models, and
addressing sustainability challenges through Al-driv-
en solutions.
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